NOTES
ON NUMBER
THEORY
AND DISCRETE
MATHEMATICS
EDITORS

Aldo PERETTI - Universidad del Salvador, Buenos Aires, ARGENTINA

Anthony SHANNON - University of Technology, Sydney, NSW 2007, AUSTRALIA
e-mail: tony@men.maths.uuts.edu.au

Krassimir ATANASSOV - MRL, P.O.Box 12, Sofia-1113, BULGARIA
or CLBME - Bulgarian Academy of Sciences, BULGARIA
e-mail: kras@bgcict.bitnet and kras@bgcom.bitnet

EDITORIAL BOARD:

P. ANDERSON - School of Computer Science and Information Technology
102 Lomb Memorial Drive, Rochester, New York 14623-5608, USA

A. BEGE - Faculty of Mathematics, University of Cluj,
Str. Kogalniceanu nr. 1, 3400 Cluj-Napoca, ROMANIA

G. BERGUM - Dakota State University, Brookings, SD 57007, USA

P. BURILLO - Dept. of Mathematics and Informatics, Universidad Publica de
Navarra, 31006, Campus Arrosadia, Pamplona, SPAIN

H. BUSTINCE - Dept. of Mathematics and Informatics, Universidad Publica de
Navarra, 31006, Campus Arrosadia, Pamplona, SPAIN

F. DUBEAU - Dept. de mathématiques et d'informatique, Faculte des Sciences,
Université de Sherbrooke, Sherbrooke, Quebec, Canada J1K 2R1

P. ERDOS - Mathematical Institute of the Hungarian Academy of Sciences
P.O.Box 127, Budapest 1364, Hungary

P. FILIPPONI - Fondazione Ugo Bordoni, Via B. Castiglione 59, I-00142 Rome, Italy

J. SANDOR - 4160 Forteni Nr. 79, R-Jud. Harghita, Romania

A. SAPOZHNIKO - Moscow State University, Moscow, Russia

P. SHLIUE - Dept. of Mathematical Sciences, 4505 Maryland Parkway,
Box 454020, Las Vegas, Nevada 89154-4020, USA

J. TURNER - University of Waikato, Hamilton, New Zealand

M. VASSILEV - Mathematical Research Laboratory, P.O.Box 12, Sofia-1113, Bulgaria

Prof. Maria Drinov Academic Publishing House
of the Bulgarian Academy of Sciences
Bl. 6, Acad. George Benkovski Str., Sofia-1113, BULGARIA
BAICA'S GENERAL EUCLIDEAN ALGORITHM (BGEA)
AND THE SOLUTION OF FERMAT'S LAST THEOREM
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ABSTRACT The main intent in this paper is to solve Fermat's last theorem (FLT) using the author's modification of the Jacobi-Perron Algorithm (JPA) which holds for complex fields of any degree n (ACF) (defined later as Baica's Generalized Euclidean Algorithm (BGEA)).
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0. INTRODUCTION

We start with the well known and powerful Euclidean Algorithm (EA). Another interpretation of (EA) which leads to the continued fraction is:

Let the starting vector be \( a^0 = (a^0_1) \in R^1 \) and a transformation function which is the greatest integer function \( [a^0_1] \) as a companion vector \( b^0 = [a^0_1] = (b^0_1) \); then the recursive transformation

\[
\begin{align*}
  e^{(v+1)} &= (a^1_1 - b^1_1)^{-1} = \frac{1}{(a^1_1 - b^1_1)} \\
  c^{(v+1)} &= (a^1_1 - b^1_1)^{-1} = \frac{1}{(a^1_1 - b^1_1)}
\end{align*}
\]
applied to these vectors become a sequence \( \{a^{(v)}\}, v=0,1,\ldots; \) which is called the continued fraction interpretation of \((EA)\).

Because of the periodicity of \((EA)\) many difficult problems which were still open in fields of higher degree can be solved in quadratic fields. For example, by using this algorithm it is easy to prove that every rational number, \(a/b\), can be represented as a finite continued fraction or by a finite sequence.

In 1737, Euler proved that every real quadratic irrational can be represented by an infinite periodic continued fraction or by a periodic \((EA)\) sequence development. The converse was proved by Lagrange in 1770. Of course, if the number is not a quadratic irrational, but is a real algebraic number of higher degree or a transcendental real number, then its development by \((EA)\) cannot be periodic.

In 1839, Hermite, in one of his letters to Jacobi [12.], challenged Jacobi to find an algorithm to develop irrationals of any degree into periodic sequences. But it was only after thirty years of frustration that Jacobi in 1869 extended \((EA)\) methods to successfully represent some cubic irrationals by means of simple continued fraction.

Then in 1907, Perron generalized the work of Jacobi. This generalization is known as the Jacobi-Perron Algorithm \((JPA)\). In its general form, as defined by Jacobi for \(n=3\) and by Perron for any \(n \geq 2\), an application of the \((JPA)\) starts with the definition of an initial vector, \(a^{(0)} = (a_1^{(0)}, a_2^{(0)}, \ldots, a_{n-1}^{(0)}) \in \mathbb{R}^{n-1}\), \(n \geq 2\) the components of which are algebraic numbers. By use of
the greatest integer function a "companion vector"

\[ b(0) = (b_1(0), b_2(0), \ldots, b_{n-1}(0)) \in \mathbb{R}^{n-1} \text{ with } \]

\[ b_i(0) = \lfloor a_i(0) \rfloor, (i = 1, 2, \ldots, n-1) \]

is defined. A recursive transformation

\[ a(v+1) = (a_1(v) - b_1(v))^{-1} (a_2(v) - b_2(v)), \ldots, a_{n-1}(v) - b_{n-1}(v), 1) \]

is constructed and applied to these vectors. Then the sequence

\[ \{a(v)\}, v = 0, 1, \ldots \text{ is called JPA.} \]

For good choices of the starting vector \( a^{(0)} \) and for the transformation, the iteration of the transformation becomes periodic, that is, the transformation cycles around a finite set of vectors.

In this instance the (JPA) is said to be periodic, and the results lead to the (JPA) periodic representation of higher degree irrationals. The difficulties associated with this work are many. Jacobi's results were confined to a few numerical examples in a cubic field, where Jacobi exhibited periodic developments for \( \sqrt{2}, \sqrt{3} \) and \( \sqrt{5} \). Perron generalized the method to apply to irrationals of any degree, but since the choices of starting vector and transformation are difficult to make, he was also limited to a few periodic developments of higher degree irrationals. Those results were to prove an Euler direction for higher degree irrationals. Perron was more successful in showing that if a development is periodic then the components of the initial vector are algebraic numbers. This latter result was general, with this proving completely Lagrange direction for higher degree irrationals.
Advances were slow and difficult, but in 1873 Bachman proved results for other cubic irrationals using the (JPA); results that were accompanied by many restrictions. With this work on Hermite's Problem progress came to a halt, because of the failure of the (JPA) to produce new numerical results, that is, additional cases in which the transformation becomes periodic were not achieved. Perron and all others recognized that the usual choices for starting vector were too limited. No further progress occurred on these problems until Hasse and Bernstein turned their attention to them in 1965, and made a broader approach to the periodicity problem associated with the (JPA). Hasse and Bernstein started with an algebraic extension of the rational numbers, $\mathbb{Q}(w)$, where $w$ takes form $w = \sqrt{D^2 + d}$ with $P(x) = \left( \sum_{i=1}^{n} (x^{D_1} - D_1^2) - d \right), d \in \mathbb{Z}, D_1 \in \mathbb{N}$ and $d|D$.

$$a^{(0)} = ((w-D_2)(w-D_2') \ldots (w-D_{n-1})(w-D_2),(w-D_2))$$

with $b^{(0)} = a^{(0)}(D_1)$. They showed [9],[10], that certain restrictions on $D$ and $d$ led to a (JPA) that was purely periodic (that is that the length of the preperiod is zero). For $d > 0$ they proved that (JPA) of $a^{(0)}$ is purely periodic when $D \geq (n-2)d$, $d|D$ and $n \geq 3$. For $d < 0$ the sequence is also purely periodic when $D \geq 2(n-1)d$, $d|D$ and $n \geq 3$. With these conditions, the length of the period is $n(n-1)$.

For this approach the periodicity remains an open problem since there are bounds on $D$ and the restriction $d|D$ must hold. For example no periodicity for $w = \sqrt{12^2 + 6}$ can be proved under (HBA) restrictions since $12 \frac{5}{7} (5-2)6 = 18$. 
The Hasse and Bernstein results were limited by their choices of \( w \) as real numbers. It should be noted that Hasse and Bernstein were not interested in Hermite's problem in spite of the fact that their results had a strong relation to that problem. Specifically, they did not realize that the periodicity of the algorithm leads to a solution of Hermite's Problem for some real algebraic number \( w \).

In 1980, Baica defined a modification of the (JPA) that used the Hasse and Bernstein initial vector, but was not restricted to the real numbers. For the first time the complex numbers were considered. The only differences in the definitions stated alone are that the \( D_1 \) 's are now complex numbers. An immediate consequence of this extension is that the bounds on \( D \) in the (HBA) are now eliminated and only the divisibility condition, \( d \mid D \), remains. Returning to the example cited above, it can now be seen that \( w = \sqrt[5]{12 + 5} \) has a periodic development, only \( 5 \mid 12 \) is required. Baica named her Algorithm, the Algorithm for Complex Numbers (ACF) and later she named (ACF) to be the General Euclidean Algorithm (BGEA). All of the previous results of the (JPA) and all of the (HBA) results are consequences of (BGEA). In conclusion, Baica proved that all of the real numbers, and, for the first time, all the complex numbers of the form \( w \) with \( d \mid D \) have a periodic (BGEA) sequence development. This is the solution of Hermite's problem. From the fact that (BGEA) is not always periodic for \( n \geq 3 \) it follows that not all higher degree irrationals have a periodic (BGEA) sequence development.
All of the quadratic irrationals do have a (BGEA) periodic sequence development since, for \( n = 2 \), (BGEA) becomes (EA).

This is the justification for naming (ACF) as (BGEA). (EA) and (BGEA) are always periodic for \( n = 2 \), but (BGEA) is not always periodic for \( n \geq 3 \). When \( n \geq 3 \) the restriction \( d \mid D \) cannot be removed in proofs of the periodicity of (BGEA).

1. PREVIOUS RESULTS FROM THE PERIODICITY OF (EA), (BGEA) for \( n = 2 \)

(1.1) Construction with the ruler and the compass of the quadratic irrationals on the real line.

(1.2) Every real quadratic irrational can be represented by an infinite periodic continued fraction (EA) development. This is known as Euler-Lagrange Theorem.

(1.3) Explicit solutions of PELL's equations

\[ x^2 - ay^2 = \pm 1 \text{ and } \pm 4. \]

(1.4) The problem to find the GALOIS' group of multiplicative units in quadratic algebraic number fields was completely solved when Pell's equation was completely solved, (Dirichlet's problem for \( n = 2 \)).

(1.5) The existence of an algorithm to find the square root of a number to approximate the quadratic irrationals.

(1.6) The existence of a formula to solve \( ax^2 + bx + c = 0 \) called the quadratic equation formula.

(1.7) The determination of Pythagorean triples which leads to the integral solution of \( x^2 + y^2 = z^2 \).

2. FAMOUS PROBLEMS FOR \( n > 2 \)

(2.1) To prove the one to one correspondence between the real numbers and the oriented straight line.
(2.2) Hermite's problem to find a periodic algorithmic development for higher degree irrationals.

(2.3) Solutions for higher degree diophantine equations.

(2.4) The problem to find the Galois' group of multiplicative units in higher degree algebraic number fields (Dirichlet's problem for any n).

(2.5) The existence of an algorithm to approximate higher degree irrationals once that Hilbert Completeness Axiom was accepted.

(2.6) To find relations between roots and coefficients for higher degree polynomials, as related to Galois' theory of polynomials.

(2.7) Ability to prove Fermat's last theorem to show that no integer solutions for \( x^n + y^n = z^n \) for \( n > 2 \).

All of those open questions for \( n > 2 \) caused Hilbert to ask for the invention of a universal algorithm as powerful as (EA) for \( n = 2 \) in order to solve all of the previously mentioned problems in higher dimensions from the periodicity of this universal algorithm. Let call this demand of Hilbert as Hilbert's Universal Algorithm Periodicity Problem (HUAPP).

3. SOME PREVIOUS RESULTS OF THE AUTHOR FROM THE PERIODICITY OF (BGEA)

In [1] the author concluded the work of Jacobi, Perron, Hasse and Bernstein, and found (BGEA). Baica proved that her \( \text{P}_{\text{BGEA}} \) is periodic if \( d | D \) for \( w = \sqrt{D + d} \), \( n > 2 \), \( D \in \mathbb{N} \), \( d \in \mathbb{Z} \). If \( d \not| D \) (BGEA) fails to be periodic.

In [2] the author gave the justification of the need of Hilbert's Completeness Axiom to prove (2.1) the one to one
correspondence between the real numbers and the oriented straight line, and gave the \((\text{BGEA})\) approximation of higher degree irrationals and proved \((2.5)\). In \([3]\) the author proved part of Hermite's problem of \((2.2)\). In \([1]\) the author used the periodicity of \((\text{BGEA})\) to prove a theorem similar to Hasse and Bernstein \([9]\) to find Galois' multiplicative group of fundamental units in higher degree algebraic numbers fields. In \([1]\), \([5]\), \([6]\), \([7]\), the author uses the periodicity of a common algorithm \((\text{BGEA})\) to provide solution for \((2.4)\) that satisfy Hilbert's demand for a universal algorithm to disclose the existent units in algebraic number fields of higher degree. \((2.3)\) is related to \((2.4)\), that is to find solutions of higher degree diophantine equations is related with the units in algebraic number fields and in \([4]\) the author provides solutions for some very complicated diophantine equations.

All of these problems in higher dimensions fail to be solved when \((\text{BGEA})\) fails to be periodic. This solves completely Hermite's problem also. Recall that Jacobi and Perron initially constructed their algorithm over the real numbers as a generalization of \((\text{EA})\), where a modified version of \((\text{EA})\) becomes \(n = 2\) in \((\text{JFA})\). \((\text{BGEA})\) is a generalization of \((\text{JFA})\) and \((\text{HBA})\) over complex numbers and \(n = 2\) in \((\text{BGEA})\) becomes \((\text{EA})\). \((\text{BGEA})\) in its limitation gives the proof of all problems mentioned above.

4. **THE STATEMENT OF THE PROBLEM**

Hasse once stated: "The end of the 20th century will bring the solution for Fermat's Last Theorem (FLT), and the solution will come from the use of Number Theoretical tools, as Fermat had intended."
We know that we can construct as many Geometries as we like, we start with objects and axioms and build up proofs using Logic. Each Geometry has its corresponding associate Algebra. The original (FLT) is stated in Euclidean Variety (EV) and its corresponding Euclidean Geometry (EG) where we use Elementary Number Theory (ENT) as its associate Algebra. Later we used the classical Algebra, knowing that (EG) is the group of the five transformations, where no transformation is the zero transformation under the composition function as the group operation. All those Geometries (Euclidean, Many Projective, Spherical, Parabolical and Elliptic) do not report to each other, but they all report to the Topology. This is the reason that if we prove something in Elliptic Geometry or Elliptic Variety with its corresponding Algebra it may not be the same thing as in other Geometries. We will prove (FLT) in the (EG) or (EV), which is closer with Fermat's heart. (FLT) has to be proved by functions (transformations) not by Elliptic curves. (BGEA) is the TOOL that solves (FLT) in (EV), as it supposed to be. We used the very known transformation function which is greatest integer function as in (EA) or (JPA) or the evaluation function as in (EBA) to construct (BGEA) over the complex numbers.

5. THE PROOF OF FERMAT'S LAST THEOREM (FLT).

(FLT)

There do not exist positive integers $x, y, z, n$ such that $x^n + y^n = z^n$; if $n \geq 5$.

THEOREM

(BGEA) not always periodic when $n \geq 5$ implies (FLT).
Proof

It is known that in quadratics \( x^2 + y^2 = z^2 \) has integral solutions and this is an immediate consequence of the fact that (EA) is periodic. We know that Euclidean Algorithm (EA), Jacobi Algorithm (JA), Perron Algorithm (PA), Jacobic-Perron Algorithm (JPA) and Hesse-Bernstein Algorithm (HBA) developed only real numbers of the form \( w = \sqrt[n]{d^n} + d \) and the (HBA) was the closest algorithm over the reals to the General Euclidean Algorithm (GEA). (HBA) is periodic when \( d > 0, D > (n-2)d, d|D \) and when \( d < 0, D \geq 2(n-1)d, d|D \). Baica developed (HBA) for the first time over the complex numbers and that eliminated the restrictions on \( D \) and only \( d|D \) remains in order to prove periodic.

We named this Algorithm over complex numbers (BGEA) since no other larger numbers in range exists to have complex numbers as a subset as \( R \subset C \) to make another extension. Then, we realized that (BGEA) is an explicit form of Hilbert's deduced universal algorithm from whose periodicity to solve all of the open problems in \( n \) dimensions, which are solved in quadratics \( (n = 2) \) from the periodicity of (EA) under the form of continued fractions. Logicians proved that Hilbert's dream periodic Algorithm does not exist. We proved exactly the same result, providing Mathematics with an explicit (BGEA) which is periodic for any higher degree algebraic number \( w = \sqrt[n]{D^n} + d \) if \( d|D \). Putting those two together it is true that if \( d \not| D \), (BGEA) is not periodic, since otherwise it will contradict (HUPP). (BGEA) is of the same cut or prototype as (EA) for starting vectors with real numbers as components which are higher degree irrationals.
That (BGEA) is the (CEA) is no doubt, under its much less powerful form was used by great mathematicians to approach similar open questions in n dimensions which were proved in quadratics from the periodicity of (EA). Therefore, if \( n \leq 3 \) there do not exist positive integers \( x, y, z, n \) such that \( x^n + y^n = z^n \), since (BGEA) is not always periodic for \( n \leq 3 \), and there exist positive integers \( x, y, z \) such that \( x^2 + y^2 = z^2 \) since for \( n = 2 \) (BGEA) for reals becomes (EA) and (EA) is periodic for any quadratic. If (BGEA) would be periodic for any \( n \), then \( x^n + y^n = z^n \) would have integral solutions but this will contradict (HIPP). Therefore (BGEA) not periodic for \( n > 3 \) if \( d \not| D \) implies Fermat.

Note

(CEA) is \( n = 2 \) for (BGEA). That is the reason that because of its periodicity many problems are solved in quadratics \( (n = 2) \). The degree of the irrational (quadratic) is related with the degree of the equation \( x^2 + y^2 = z^2 \) having integral solutions because any quadratic irrational \( w \) will make (EA) periodic. Likewise the degree \( n \) of the irrational \( w \) in (BGEA) is related with the degree \( n \) in (PLT) \( x^n + y^n = z^n \). The quantity under the \( n \) degree radical \( D^n + D \) is related with the proof of the periodicity of (BGEA) for that corresponding \( w = \sqrt[k]{k} \) where \( k \) can be written always as \( k = D^n + D \). The condition \( d \not| D \) is required to prove (BGEA) of \( w \) to be periodic as it is one of the many other conditions to prove periodic (KBA) for the same \( w \). No hundreds pages proof is needed, the Euclidean Model is explained by the History of Mathematics and it is well known by most mathematicians, it is not needed to explain it from the scratch. Also, (BGEA),
[1] is published. All of those great Mathematicians from the History of Mathematics, starting with Euclid, helped me to prove (FLT) in Euclidean Model or (EV). (BGEA) proves all of the other open questions in higher degrees up to its periodicity, d|D is required to prove periodic, and it cannot be eliminated. This is the key to proving (FLT). The proof of (FLT) is the work of Euclid, Jacobi, Perron, Gauss, Euler, Hermite, Hilbert, Dirichlet, Hasse, Bernstein and Baica put together. All of those great mathematicians before me ultimately were looking to solve (FLT) and historically they paved the way for me to finish the final step in its proof. The solution of (FLT) is the evolutionary development of the algorithms of Jacobi, Perron, Hasse-Bernstein, and Baica.

**NOTE**

Jacobi and Perron were interested to develop an Algorithm from whose periodicity to solve Hermite's Problem. Hasse-Bernstein were interested to solve Dirichlet's problem. The application of units cannot be sufficiently prized. Gauss himself used it to prove the truth of Fermat's conjecture in the cubic case by using units in the quadratic algebraic field \( \mathbb{Q}(\sqrt{-3}) \) and Kummer in his effort to solve (FLT) took refuge in the units of cyclotomic field. London and Finkelstein [14] have written a whole book yielding information through the theory of units about the famous Mordell equation.

(BGEA) now solves Dirichlet's problem completely, satisfying Hilbert's demand and the application of units will demonstrate its dominating strength.
In conclusion (BGEA) is a very powerful algorithm when it becomes periodic. The proof of Fermat's last theorem is the conclusion of the results in all Author's papers over the years.

The (BGEA) will dominate mathematics for higher dimension fields over the years to come, exactly as (EA) dominated mathematics for quadratic fields for so many years in the past.

6. More Results from the Periodicity of (BGEA)

The applications of (BGEA) do not stop here. In many other published papers I have extended the application of the periodicity of (BGEA) for solutions of very complicated diophantine equations. I have developed very complicated combinatorial identities and recently, I used it to find the sums of some infinite series. For the first time I emphasized the importance of the periodicity of an algorithm as a tool to prove something in Mathematics.
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